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Abstract 

Background  Accurately identifying drug-target affinity (DTA) plays a pivotal role in drug screening, design, 
and repurposing in pharmaceutical industry. It not only reduces the time, labor, and economic costs associated 
with biological experiments but also expedites drug development process. However, achieving the desired level 
of computational accuracy for DTA identification methods remains a significant challenge.

Results  We proposed a novel multi-view-based graph deep model known as MvGraphDTA for DTA prediction. 
MvGraphDTA employed a graph convolutional network (GCN) to extract the structural features from original graphs 
of drugs and targets, respectively. It went a step further by constructing line graphs with edges as vertices based 
on original graphs of drugs and targets. GCN was also used to extract the relationship features within their line graphs. 
To enhance the complementarity between the extracted features from original graphs and line graphs, MvGraphDTA 
fused the extracted multi-view features of drugs and targets, respectively. Finally, these fused features were concat-
enated and passed through a fully connected (FC) network to predict DTA.

Conclusions  During the experiments, we performed data augmentation on all the training sets used. Experimental 
results showed that MvGraphDTA outperformed the competitive state-of-the-art methods on benchmark datasets 
for DTA prediction. Additionally, we evaluated the universality and generalization performance of MvGraphDTA 
on additional datasets. Experimental outcomes revealed that MvGraphDTA exhibited good universality and generali-
zation capability, making it a reliable tool for drug-target interaction prediction.
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Background
Target proteins represent an important category of bio-
logical macromolecules in cells, interacting with vari-
ous molecules such as drugs (small molecules), proteins, 
nucleic acids, peptides, and other substrates. Accurately 
detecting drug-target interaction (DTI) or quantify-
ing drug-target binding strength, known as drug-target 
affinity (DTA), holds significant importance. This forms 
the foundation for identifying target proteins [1], dis-
covering drugs [2], and treating unknown diseases [3] 
at the molecular level. Currently, two primary meth-
ods are employed to identify DTA: biological experi-
ments [4] and computational methods [5, 6]. However, 
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biological experiments entail lengthy cycles and sub-
stantial resource investments, both in labor and finances. 
Hence, the development of computational methods for 
accurately predicting DTA stands as an essential research 
pursuit in the field of drug discovery.

After nearly two decades of research, the field of pre-
dicting DTA has witnessed a transformation from 
structure-based molecular docking methods [7] to com-
putational methods based on machine learning [5, 8, 9]. 
While molecular docking methods have proven effective, 
they suffer from notable drawbacks [10], including high 
demands on computational resources, lengthy process-
ing times, and a requirement for structure files of drugs 
and targets. Recent successes in applying machine learn-
ing models to computational biology, such as toxicity 
monitoring [11], drug-drug interaction prediction [12], 
and protein–protein interaction sites prediction [13], 
have opened up new avenues for DTA research. The 
emergence of numerous computational methods based 
on machine learning has firmly established them as the 
predominant computational methods for DTA predic-
tion. Despite the impressive performance of traditional 
machine learning methods, they heavily rely on user-pro-
vided features for drugs and targets, lacking the ability 
to autonomously extract the hidden features from input 
raw data. The advent of deep learning has effectively 
addressed this limitation by extracting high-level features 
directly from the original data of drugs and targets, ena-
bling the creation of end-to-end prediction models of 
DTA. Furthermore, deep learning methods can achieve 
performance comparable to or even superior to tradi-
tional machine learning methods [14]. As a result, the 
pursuit of efficient DTA prediction methods using deep 
learning has emerged as a prominent research trend.

Currently, research on predicting DTI using deep 
learning can be categorized into two main types: clas-
sification task and regression task. In the classification 
task, the goal is to predict whether there is an interac-
tion between drug and target. For instance, deep learning 
models were firstly employed to extract implicit crucial 
features from diverse data modalities such as sequences 
and structures in some methods like MCANet [15], 
DeepConv-DTI [16], TransformerCPI [17], HyperAtten-
tionDTI [18], MolTrans [19], BridgeDPI [20], CoaDTI 
[21], and iGRLDTI [22]. Then fully connected (FC) net-
works were utilized for binary classification predictions. 
On the other hand, the regression task aims to predict 
DTA. Methods like DeepDTA [14], DeepDTAF [23], Paf-
nucy [24], BAPA [25], FAST [26], OnionNet [27], IMCP-
SF [28], GLI [29], CAPLA [30], and GraphscoreDTA [31] 
fall into this category. Among them, DeepDTA, DeepD-
TAF, and CAPLA primarily predicted DTA by leveraging 
the sequence features of drugs and targets. Models, such 

as Convolutional Neural Network (CNN) [32], Recur-
rent Neural Network (RNN) [33], and attention mecha-
nism [34], were employed to capture hidden high-level 
sequence features from drug SMILES (Simplified Molec-
ular Input Line Entry System) [35] and target sequences. 
The remaining methods predominantly predicted DTA 
based on the structural features of drugs and targets. 
These structural features were derived from the struc-
tures of drugs, targets, or their complexes using Graph 
Neural Network (GNN) [36] or 3D-CNN (3D Convolu-
tional Neural Network).

While many methods employ GNN to extract the 
structural features from drug and target graphs, and 
some methods aggregate the edge features, they may 
not fully capture the features of drugs and targets, par-
ticularly the interaction relationship features between 
vertices, i.e., the high-level features hidden in the edges. 
This is because they often focus solely on using edges for 
aggregating vertex features or enhancing these features 
with edge-based information, without fully exploring the 
potential impact of the interaction relationship features 
on the model’s performance.

To address this issue, we proposed a novel graph deep 
model, MvGraphDTA, which leveraged multiple views 
such as graphs and line graphs of drugs and targets for 
DTA prediction. Initially, MvGraphDTA employed GCN 
to extract the structural features and interaction relation-
ship features from graphs and line graphs of drugs and 
targets, respectively. It then employed a fusion strategy 
to fuse the structural features and interaction relation-
ship features of drugs and targets, enhancing the com-
plementarity between two types of features. Finally, the 
fused features of drugs and targets were concatenated 
and fed into a FC network to predict DTA. Simultane-
ously, we also proposed a data augmentation strategy 
to expand the training dataset and provide more com-
prehensive training for the model. Experimental results 
showed that MvGraphDTA outperformed the com-
petitive state-of-the-art methods. Additionally, we also 
assessed the universality and generalization performance 
of MvGraphDTA on other datasets, and these results 
revealed that MvGraphDTA had good practical perfor-
mance and was a reliable multitask prediction tool for 
drug-target interaction.

Results and discussion
Performance comparison of MvGraphDTA with competitive 
state‑of‑the‑art methods
To evaluate the performance of MvGraphDTA, we 
initially trained the model on the PDBbind_2016 aug-
mented training set using 5-fold cross-validation and 
assessed its performance on the test set. Subsequently, 
we compared the performance of MvGraphDTA with 
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eight deep learning-based methods. These included 
DeepDTA, DeepDTAF, and CAPLA, which were 
sequence-based methods, while Pafnucy, OnionNet, 
FAST, IMCP-SF, and GLI leveraged the structures 
of drugs and targets. Experimental results (Table  1) 
showed that MvGraphDTA outperformed the com-
petitive state-of-the-art methods across all evaluation 
metrics. Specifically, there were improvements of 6.4% 
(MAE), 4.8% (RMSE), 1.2% (PCCs), and 1% (CI) in 
comparison to the optimal values achieved by the state-
of-the-art methods, respectively.

To thoroughly assess the model’s performance, we 
trained MvGraphDTA on PDBbind_2019 and sub-
sequently carried out independent testing under 
CASF2013 and CASF2016. We benchmarked 
MvGraphDTA against six competitive state-of-the-art 
methods based on deep learning. During the preproc-
essing phase of PDBbind_2019, we initially applied data 
augmentation on the dataset derived from drug simi-
larity clustering. Following this, the model underwent 
training on the augmented dataset. Finally, we evalu-
ated MvGraphDTA’s performance on CASF2013 and 
CASF2016 and compared it with state-of-the-art meth-
ods. Experimental results (Table 2) revealed that under 
CASF2013, MvGraphDTA showed improvements 
across all evaluation metrics (MAE, 1.4%; RMSE, 3.9%; 
PCCs, 3.3%; CI, 0.1%), compared to the optimal values 
of state-of-the-art methods. In CASF2016, the perfor-
mance metrics of MvGraphDTA were slightly lower 
than those of GraphscoreDTA. For example, MvGraph-
DTA exhibited a lower MAE by 0.006, RMSE by 0.002, 
PCCs by 0.007, and CI by 0.012. One potential reason 
for this was that CASF2013 was a subset of CASF2016. 
In CASF2016, additional drug-target pairs were intro-
duced based on drug similarity clustering, resulting 
in a greater number of pairs compared to CASF2013. 
However, within these pairs in CASF2016, there existed 

significant differences between the targets. These differ-
ences hindered MvGraphDTA from effectively extract-
ing deep structural features of targets.

On the other hand, we first applied data augmentation 
on the dataset derived from target similarity clustering, 
based on PDBbind_2019. We then trained the model 
using the augmented dataset. Finally, we also evaluated 
the performance of MvGraphDTA on CASF2013 and 
CASF2016, comparing it with competitive state-of-the-
art methods. Experimental results (Table  3) indicated 
that, under CASF2013, MvGraphDTA improved MAE 
and RMSE by 1.5% and 1.7%, respectively, compared to 
GraphscoreDTA, which achieved the best performance. 

Table 1  Performance comparison of MvGraphDTA with 
competitive state-of-the-art methods under the PDBbind_2016 
dataset

Methods MAE↓  RMSE↓  PCCs↑  CI↑ 

DeepDTA 1.148 1.443 0.749 0.771

DeepDTAF 1.073 1.355 0.789 0.799

Pafnucy 1.129 1.418 0.775 0.789

OnionNet — 1.278 0.816 —

FAST 1.019 1.308 0.810 —

IMCP-SF 1.155 1.452 0.791 —

GLI 1.026 1.294 — —

CAPLA 0.966 1.200 0.843 0.820

MvGraphDTA 0.904 1.142 0.853 0.828

Table 2  Performance comparison of MvGraphDTA with state-of-
the-art methods under drug similarity clustering dataset

Dataset Methods MAE↓ RMSE↓ PCCs↑ CI↑

CASF2013 DeepDTA 1.319 1.608 0.710 0.754

DeepDTAF 1.506 2.010 0.616 0.702

Pafnucy 1.376 1.716 0.662 0.738

BAPA 1.648 2.014 0.620 0.719

FAST 1.387 1.720 0.662 0.737

GraphscoreDTA 1.179 1.486 0.757 0.782

MvGraphDTA 1.162 1.428 0.782 0.783
CASF2016 DeepDTA 1.177 1.458 0.745 0.771

DeepDTAF 1.130 1.426 0.765 0.780

Pafnucy 1.253 1.527 0.754 0.776

BAPA 1.582 1.936 0.615 0.714

FAST 1.207 1.513 0.746 0.773

GraphscoreDTA 0.981 1.249 0.831 0.819
MvGraphDTA 0.987 1.251 0.824 0.807

Table 3  Performance comparison of MvGraphDTA with state-of-
the-art methods under target similarity clustering dataset

Dataset Methods MAE↓ RMSE↓ PCCs↑ CI↑

CASF2013 DeepDTA 1.417 1.785 0.654 0.731

DeepDTAF 1.514 1.791 0.672 0.732

Pafnucy 1.335 1.666 0.687 0.748

BAPA 1.571 1.923 0.625 0.721

FAST 1.252 1.554 0.741 0.777

GraphscoreDTA 1.235 1.542 0.758 0.780
MvGraphDTA 1.216 1.516 0.742 0.772

CASF2016 DeepDTA 1.264 1.578 0.728 0.762

DeepDTAF 1.179 1.445 0.782 0.792

Pafnucy 1.231 1.494 0.756 0.779

BAPA 1.528 1.886 0.628 0.719

FAST 1.170 1.467 0.757 0.781

GraphscoreDTA 1.053 1.349 0.810 0.811
MvGraphDTA 1.005 1.283 0.810 0.807
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However, in terms of PCCs and CI, it experienced a 
decrease of 2.1% and 1%, respectively, compared to 
GraphsocreDTA. For CASF2016, MvGraphDTA exhib-
ited improvements in MAE and RMSE by 4.6% and 4.9%, 
respectively, compared to GraphscoreDTA. Both meth-
ods achieved an optimal value of 0.81 in PCCs, but in CI, 
MvGraphDTA exhibited a decrease of 0.49% compared 
to GraphscoreDTA.

To sum up, MvGraphDTA outperformed competitive 
state-of-the-art methods in the test set of PDBbind_2016, 
and it also exhibited comparable or superior performance 
in the independent test sets CASF2013 and CASF2016. 
These results highlighted the reliability of MvGraphDTA 
as a tool for predicting DTA.

Ablation experiment
Line graphs for multi‑view feature fusion
Based on the utilization of GNN for feature extraction 
from drug and target graphs, we introduced a multi-
view feature extraction approach incorporating the 
line graphs to achieve better performance compared to 
the single-view method. Firstly, we constructed single-
view methods SVM and ESVM, leveraging only drug 
and target graphs. SVM comprised three consecutive 
graph convolutional layers to aggregate adjacent vertex 
information for extracting hidden high-level features 
from drug and target graphs. These features were then 
concatenated into a FC network for DTA prediction. 
Building upon SVM, ESVM further integrated the edge 
information of drug and target graphs, thereby enhanc-
ing the feature extraction. Subsequently, we intro-
duced a multi-view method (MVM) that considered 
drug and target graphs alongside line graphs, although 

it excluded edge information. Finally, SVM, ESVM, 
MVM, and MvGraphDTA were trained and tested on 
PDBbind_2016. Experimental results (Table 4) showed 
that ESVM outperformed SVM across all evaluation 
metrics, highlighting the beneficial impact of edge 
information aggregation. MVM achieved superior 
performance compared to SVM, indicating that utiliz-
ing multi-view features can help improve the model’s 
performance. And MvGraphDTA exhibited better per-
formance than both single-view model (SVM, ESVM) 
and multi-view model (MVM), with improvements in 
MAE, RMSE, PCCs, CI, and R2 by 1.8%, 0.8%, 0.4%, 
0%, and 0.8%, respectively. These findings underscored 
the effectiveness of multi-view feature fusion based on 
graphs and line graphs composition in enhancing the 
model’s performance.

Number of graph convolutional layers
In Table 4, we opted for the common practice of using 3 
graph convolutional layers for MvGraphDTA. Generally, 
as the number of graph convolutional layers increases, 
the disparities among the vertex features extracted by 
the network diminish gradually, resulting in a certain 
degree of transitional smoothness in these features. 
This smoothness can pose a challenge for the model in 
terms of convergence and effective parameter learning. 
To further refine the model’s architecture, we conducted 
experiments with varying numbers of graph convolu-
tional layers. Experimental results (Table 5) revealed that 
MvGraphDTA exhibited improved performance when 
employing 2 to 4 graph convolutional layers, particularly 
excelling with 2 or 4 layers. Key evaluation metrics such 
as MAE, RMSE, PCCs, CI, and R2 approached perfor-
mance levels of approximately 0.93, 1.19, 0.83, 0.82, and 
0.69, respectively. However, when utilizing 5 graph con-
volutional layers, the model began to experience issues 
with over-smoothing in the extracted vertex features, 
leading to a significant decline in performance. Follow-
ing a comparative analysis of performance, we ultimately 
decided to set the number of graph convolutional layers 
for MvGraphDTA to 2. This choice not only exhibited the 
optimal performance, but also reduced the number of 
learning parameters and accelerated execution speed.

Table 4  Performance comparison of single-view and multi-view 
methods

Methods MAE↓ RMSE↓ PCCs↑ CI↑ R2↑

SVM 1.034 1.321 0.798 0.799 0.631

ESVM 0.999 1.279 0.809 0.804 0.654

MVM 1.012 1.259 0.817 0.812 0.665

MvGraphDTA 0.981 1.249 0.820 0.812 0.670

Table 5  Performance comparison of MvGraphDTA with different numbers of graph convolutional layers

Methods Layers MAE↓ RMSE↓ PCCs↑ CI↑ R2↑

MvGraphDTA 2 0.934 1.192 0.839 0.821 0.699
3 0.981 1.249 0.820 0.812 0.670

4 0.935 1.195 0.837 0.818 0.697

5 1.004 1.308 0.779 0.800 0.638
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Data augmentation
Firstly, we employed data augmentation to expand the 
samples of the training set in PDBbind_2016, effectively 
generating two new drug-target pairs based on each 
original pair. During the generation of these new pairs, 
if traversing all amino acid residues of the target fails to 
yield two new complete target subgraphs, we adjusted 
the number of new drug-target pairs generated (up to 
1) based on the actual complete target subgraph forma-
tion. To maintain consistency between the newly gen-
erated complete target subgraph and the original target 
graph, minimizing potential impacts on drug-target 
binding affinity, we opted to randomly remove adjacent 
amino acid residues at a rate of 10%. This augmentation 
expanded the training set of PDBbind_2016 from 12,993 
to 38,905 drug-target pairs. Subsequently, we trained 
MvGraphDTA through 5-fold cross-validation on this 
augmented training set. Finally, we evaluated MvGraph-
DTA’s performance on the test set of PDBbind_2016. 
Experimental results (Table  6) showed that MvGraph-
DTA exhibited improvements of 3.2%, 4.2%, 1.7%, 0.9%, 
and 3.6% across MAE, RMSE, PCCs, CI, and R2, respec-
tively. Although the approach of selectively removing 
amino acid residues to form new complete target sub-
graphs while preserving the original drug-target pair 
affinities may seem to defy biological intuition, the result-
ing target subgraphs retained a high degree of similarity 
to the original target graph, thus preserving crucial infor-
mation. Comparative analysis of experimental results fur-
ther affirmed that data augmentation of the training set 
facilitated the extraction of implicit crucial features, con-
sequently enhancing the model’s performance.

Universal analysis of MvGraphDTA for drug‑target 
interaction prediction
Apart from exhibiting good performance in pre-
dicting DTA, we further assessed the universality of 
MvGraphDTA in predicting DTI. Firstly, we expanded 
the training set of Enzymes using data augmentation. 
Then, MvGraphDTA underwent training using 5-fold 
cross-validation. Finally, we conducted a comparative 
analysis of MvGraphDTA’s performance with those of 
competitive state-of-the-art methods on the test set of 
Enzymes. Experimental findings (Table 7) indicated that 
MvGraphDTA not only achieved similar optimal values 

to state-of-the-art methods in terms of AUC, but also 
exhibited improvements of 3.9% and 14.8% in Accuracy 
and AUPRC, compared to the optimal values obtained 
with state-of-the-art methods. These results suggested 
that MvGraphDTA can effectively serve as a multi-task-
ing tool for both predicting DTA and DTI.

Analysis of generalization performance of MvGraphDTA
Following the completion of performance and univer-
sality evaluation of MvGraphDTA, we proceeded to 
assess its generalization performance on two independ-
ent test sets, CSAR-HIQ_51 and CSAR-HIQ_36, and 
compared its performance with four state-of-the-art 
methods. Experimental results (Table  8) showed that 
while MvGraphDTA exhibited good generalization 
performance on CSAR-HIQ_51, its various evaluation 

Table 6  Performance comparison of MvGraphDTA under data augmentation

Method Data augmentation MAE↓ RMSE↓ PCCs↑ CI↑ R2↑

MvGraphDTA No 0.934 1.192 0.839 0.821 0.699

Yes 0.904 1.142 0.853 0.828 0.724

Table 7  Performance comparison of MvGraphDTA in drug-
target interaction prediction

Dataset Methods Accuracy↑ AUC↑ AUPRC↑

Enzymes DeepConv-DTI 0.747 0.802 0.757

TransformerCPI 0.501 0.484 0.491

HyperAttentionDTI 0.451 0.418 0.456

MolTrans 0.727 0.789 0.735

MCANet 0.760 0.804 0.730

MvGraphDTA 0.790 0.791 0.838

Table 8  Generalization performance comparison of 
MvGraphDTA with state-of-the-art methods under CSAR-HIQ_51 
and CSAR-HIQ_36 datasets

Dataset Methods MAE↓ RMSE↓ PCCs↑ CI↑

CSAR-HIQ_51 DeepDTAF 1.862 2.272 0.606 0.710

Pafnucy 1.667 1.944 0.622 0.698

IMCP-SF 1.278 1.629 0.769 0.780
CAPLA 1.550 1.848 0.686 0.727

MvGraphDTA 1.412 1.681 0.706 0.711

CSAR-HIQ_36 DeepDTAF 2.318 2.765 0.543 0.670

Pafnucy 1.291 1.658 0.566 0.566

IMCP-SF 1.205 1.560 0.631 0.748

CAPLA 1.160 1.454 0.704 0.760

MvGraphDTA 1.096 1.366 0.734 0.779
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metrics were slightly lower than those of the competi-
tive method IMCP-SF, which achieved the optimal per-
formance. The reason for this may be that drug-target 
pairs in CSAR-HIQ_51 exhibited notable diversity com-
pared to the training set of MvGraphDTA, thereby lim-
iting the ability of MvGraphDTA to accurately extract 
their structure features. However, On CSAR-HIQ_36, 
MvGraphDTA outperformed all competitive methods, 
with the key evaluation metrics such as RMSE and PCCs 
increasing by 6.1% and 4.3%, respectively, compared to 
the best-performing competitive method CAPLA. These 
findings suggested that MvGraphDTA exhibited robust 
generalization performance and was reliable for practical 
applications.

Interpretability analysis of MvGraphDTA
In the process of training deep learning models, under-
standing the importance of each input feature is crucial 
for interpretability analysis and performance optimi-
zation of model. In this study, we employed a gradient-
based approach to evaluate the importance of features. 
This method involved calculating the gradients of each 
feature during training to quantify its impact on the 
model’s performance. The gradient reflected how sensi-
tive the model’s loss function is to changes in input fea-
tures. Larger absolute gradients indicated greater impact 
on performance. To perform an explanatory analysis of 
the effectiveness of MvGraphDTA, we randomly selected 
two drug-target pairs, sample 1eby and sample 3eo5, 
from the test set. We calculated the gradients of the fea-
tures of drug and target in each sample and averaged 
these gradients to quantify the importance of each fea-
ture. Our analysis of experimental results revealed that 
atoms and amino acid residues involved in drug-target 
interaction obtained higher scores (Figs. 1a and 2a). Fur-
thermore, we visualized the atoms (Figs. 1b and 2b) and 
amino acid residues (Figs. 1c and 2c) that scored higher. 
The visualization results indicated that MvGraphDTA 
effectively identified key atoms and amino acid residues 
in the drug and target, especially the identified amino 
acid residues were distributed around the pocket where 
drug and target bound.

Conclusions
MvGraphDTA was a novel deep learning method based 
on graph convolutional networks for predicting DTA. It 
integrated multi-view features of graphs and line graphs 
from drugs and targets, and employed data augmentation 
to achieve superior performance compared to competi-
tive state-of-the-art methods across multiple datasets. 
Furthermore, we conducted a comprehensive evaluation 
of MvGraphDTA’s universality and generalization capa-
bilities. Experimental results showed MGrphDTA’s good 

universality in DTI and effectiveness in real-world appli-
cations. Despite numerous experimental validations con-
firming MvGraphDTA’s reliability as a DTA prediction 
tool, there are still some limitations and shortcomings 
that need to be addressed:

(1)	 MvGraphDTA predominantly relies on the three-
dimensional structures of targets, yet many target 
sequences lack experimentally determined struc-
tures. While some computational tools like Alpha-
Fold2 offer a solution to predict these structures, 
their accuracy is higher for monomeric targets, 
leaving room for improvement in predicting the 
structures of multi-body targets.

(2)	 Although MvGraphDTA exhibited good perfor-
mance leveraging the structural aspects of drugs 
and targets, it overlooked the sequence features, 
which also played a significant role in predicting 
DTA.

In the future, to further improve the performance of 
DTA prediction, especially the generalization capabili-
ties, we plan to delve deeper into two key aspects:

(1)	 Introducing cutting-edge deep learning technolo-
gies such as contrastive learning, heterogene-
ous information networks [22], and dual-channel 
hypergraph convolutional network [37] into the 
architecture of MvGraphDTA: by incorporating 
these technologies, MvGraphDTA can learn more 
comprehensive and in-depth features of both drugs 
and targets. This approach aims to improve the per-
formance and generalization abilities of MvGraph-
DTA.

(2)	 Expansion beyond structural features: we intend 
to moderately incorporate the sequence features of 
drugs and targets and motif features of targets using 
attention mechanisms [38] to improve the model’s 
performance.

Methods
Datasets
In this study, PDBbind_2016 and PDBbind_2019 [39] 
served as the benchmark datasets for predicting DTA, 
while CASF2016 [40] and CASF2013 [41] were utilized 
as independent test sets. PDBbind_2016 comprises 
three segments: standard set, refined set, and core 
set, containing 9226, 4057, and 290 drug-target pairs, 
respectively. We selected the core set as the test set. 
However, it is worth noting that the core set is derived 
from the standard and refined sets. Therefore, by merg-
ing the standard and refined sets and subsequently 
removing the samples of the core set, we obtained 
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12,993 samples for model training and validation. As 
for PDBbind_2019, CASF2016, and CASF2013, they 
consist of 17,652, 285, and 192 samples, respectively. 
Employing identical data preprocessing and cluster-
ing methods as GraphscoreDTA [31], we eventually 
retained 13,851, 279, and 182 samples, respectively. The 
clustering results based on drug and target similarity 
for PDBbind_2019 are presented in Table 9.

In addition to evaluating the model’s performance in 
predicting DTA for regression task, we also assessed 
the model’s universality in predicting DTI for clas-
sification task using Enzymes dataset, as mentioned 
in MCANet [15]. Enzymes dataset consists of 2920 
pairs of drug-target positive samples and 2920 pairs 

of drug-target negative samples, derived from 660 tar-
gets and 444 drugs. We split the Enzymes dataset in an 
8:2 ratio to allocate the number of training and testing 
samples, as detailed in Table 10.

Finally, we further evaluated the generalization per-
formance of MvGraphDTA using the CSAR-HiQ 
dataset [42]. CSAR-HiQ dataset comprises two sub-
sets, containing 176 and 167 drug-target pairs. Due to 
sample overlap between these subsets and the train-
ing set of PDBbind_2016, we excluded the overlapped 
drug-target pairs based on PDBID of target. This pro-
cess resulted in obtaining 51 and 36 drug-target pairs, 
which we named as CSAR-HiQ_51 and CSAR-HiQ_36 
datasets, respectively.

Fig. 1  Interpretability analysis of case 1eby based on MvGraphDTA. a Scores for the importance of features of atoms and amino acid residues. b 
Atoms with higher scores in drug (purple). c Distribution of amino acid residues with higher scores in target (red)
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Multi‑view representation of drugs
Multi-view representation of drugs can be categorized 
into two main types: drug graphs and their correspond-
ing line graphs (Fig.  3). For PDBbind_2016 and PDB-
bind_2019, we constructed a drug graph using the atoms 
from the provided structure files (.mol2 or.sdf ) as verti-
ces, and the bonds between these atoms as edges. Simul-
taneously, to capture more comprehensive features 
of drugs, we built the line graphs based on line graph 
theory. Here, we treated the edges of drug graph as ver-
tices, and vice versa. For the samples lacking structure 
files of drugs, we employed RDKit tool [43] to convert 
drug SMILES into their mol objects. From these, we 
constructed the graphs and line graphs of drugs. Ver-
tex features were represented using one-hot encoding 

Fig. 2  Interpretability analysis of case 3oe5 based on MvGraphDTA. a Scores for the importance of features of atoms and amino acid residues. b 
Atoms with higher scores in drug (purple). c Distribution of amino acid residues with higher scores in target (red)

Table 9  Partition results of PDBbind_2019 dataset based on 
clustering method

Clustering method Training set Validation set Test set

Drug similarity-based 9869 1328 2654

Target similarity-based 9674 1158 3019

Table 10  Enzymes dataset and partitioning results

Dataset Total 
samples

Positive 
samples

Negative 
samples

Training 
set

Test set

Enzymes 5840 2920 2920 4672 1168
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based on the count of different atomic types obtained 
from the dataset statistics. Regarding the edge features, 
they were categorized into two types based on the bond 
types (Table  11): (1) The edge features with provided 
three-dimensional structures of drugs were encoded 
using a 5-dimensional one-hot coding; (2) For drugs lack-
ing three-dimensional structures, the edge features were 
encoded using a 4-dimensional one-hot coding.

Multi‑view representation of targets
Multi-view representation of targets also included two 
distinct types: target graphs and their line graphs. In 
PDBbind_2016 and PDBbind_2019, we initially used 
BioPython [44] to directly read the carbon α atom coor-
dinates of amino acid residues from the provided struc-
ture files (. pdb) of targets, employing them as vertices of 
target graphs. Subsequently, we calculated the Euclidean 
distance between every pair of carbon α atoms. If the dis-
tance fell below the threshold of 8 Å, we established an 
edge between two vertices to form target graph. Finally, 
we employed the edges of target graph as vertices, and 
vice versa, to construct the line graph of target. The ver-
tex features were represented via one-hot encoding, 
typically encompassing 20 different amino acid residue 
types constituting target. As for the edge features, we 
adopted the same approach as AGAT-PPIS [13], involv-
ing the Euclidean distance between carbon α atoms, and 
the cosine value of the angle formed between carbon α 
atoms at both ends of edge, relative to the reference point 
(carbon α atom of the first amino acid residue of target). 
For datasets lacking three-dimensional structures of tar-
gets, we referred to the UniprotID provided to retrieve 
the corresponding three-dimensional structures from 

the Uniprot database [45]. For a small subset of targets 
for which three-dimensional structures could not be 
obtained from the Uniprot database, we employed Alpha-
Fold2 [46] to predict their three-dimensional structures.

Architecture of model
In this study, we proposed a novel graph neural net-
work architecture called MvGraphDTA based on 
multi-view representations of drugs and targets for 
predicting DTA (Fig.  4a). The network architecture 
(Algorithm  1) mainly comprised three key modules: 
multi-view feature extraction module, multi-view fea-
ture fusion module, and drug-target affinity prediction 
module.

Multi-view feature extraction module: For feature 
extraction of each view, we employed two consecutive 
graph convolutional layers, with the number of hidden 
units set to 128 in each layer. The vertex features of graph 
and line graph, obtained through the aggregation process 
of the preceding layer, were utilized as input for the sub-
sequent layer (Fig.  4b). To enhance information aggre-
gation among vertices in graphs of drug and target, as 
well as their line graphs, we incorporated edge features. 
Simultaneously, we applied Min-Max Normalization to 
normalize the edge features of the target graph for pre-
venting significant discrepancies for the values across 
different dimensions. For the features update process 
(Formula 1, Fig.4c) of vertex hi  in graph, we aggregated 
the features of the vertex itself, its neighboring verti-
ces  hj(j ∈ N (i)), and the edges  connected  ek(k ∈ E(i))   
between vertices. This process remained consistent when 
updating vertex features in the line graph (Formula 2, 
Fig. 4c).

Fig. 3  Graph and line graphs of drug. a Drug. b Graph of drug. c Line graph of drug

Table 11  Bond types of drugs

Three-dimensional structures of drugs Bond types

Provided by dataset Single bond, double bond, triple bond, aromatic bond (benzene ring bond), 
and unknown bond

Not provided by dataset Single bond, double bond, triple bond, and aromatic bond (benzene ring bond)
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(1)hi′ = σ
(
W1hi +W2 · AGGR

(
hj
(
j ∈ N (i)

))
+W3 · AGGR(ek(k ∈ E(i)))

)

(2)ei′ = σ W1ei +W2 · AGGR ej j ∈ E(i) +W3 · AGGR(hk(k ∈ N (i)))

Algorithm 1: procedure of MvGraphDTA

Fig. 4  Architecture of MvGraphDTA. a Firstly, graph convolutional networks were employed to extract the structural and interaction relationship 
features of drugs and targets from their respective graphs and line graphs. Subsequently, the extracted structural and interaction relationship 
features were fused separately. Finally, the fused features of drugs and targets were concatenated, and drug-target affinity was predicted 
through a fully connected network. b The vertex features in graph and line graph, obtained through the aggregation process of the preceding layer, 
were utilized as input for the subsequent layer. c We showed the updating process of vertex features in graph and line graph
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Here, W1 , W2 , and W3 are weight matrices. AGGR(·) 
stands for the aggregation function based on summa-
tion. σ represents the LeakyReLU activation function. ei , 
ej
(
j ∈ E(i)

)
 , hk(k ∈ N (i)) refer to the vertex, neighboring 

vertices, and edges in line graph, respectively. hi′ and ei′ 
denote the updated features of vertices in graph and line 
graph, respectively.

Multi-view feature fusion module: For drug, through 
the multi-view feature extraction module, we acquired 
the vertex features in graph and line graph. These fea-
tures were then compressed using graph max pooling 
operation. The resultant compressed vertex features were 
added to derive the fusion features of drug. The proce-
dure for obtaining the fusion features of target followed 
the same approach.

Drug-target affinity prediction module: The fused fea-
tures of drug and target were concatenated and fed into a 
FC network consisting of two hidden layers and one out-
put layer to predict DTA. The neurons in the two hidden 
layers were set to 256 and 128, respectively. LeakyReLU 
activation function was applied after the hidden layers, 
and the output layer contained 1 neuron.

Data augmentation
In publicly reported ColdDTA [47], the original drug 
graph served as a template. A portion of vertices in the 
graph were selectively removed based on specific rules 
to construct some new drug graphs. These new drugs 
were then paired with the original target, maintaining 
the affinity value between the drug and target unchanged. 
This process resulted in a substantial increase in the 
number of drug-target pairs, leading to more compre-
hensive model training and significantly improved the 
model’s performance, as anticipated. Drawing inspiration 

from this approach, we proposed a similar data augmen-
tation strategy for the training dataset of MvGraphDTA. 
For each drug-target pair, we randomly selected a car-
bon α atom from the target graph as the starting vertex. 
Subsequently, this vertex and its neighboring vertices 
were removed until a certain proportion of vertices in the 
graph were removed. This process formed a new com-
plete target subgraph, with the affinity value of new tar-
get with the original drug remaining unchanged (Fig. 5). 
In cases where multiple incomplete target subgraphs 
were generated during the formation of a new target sub-
graph, the new vertex was selected as starting point until 
a complete target subgraph was obtained. It was impor-
tant to note that data augmentation was solely employed 
to expand the training data of the model. In other words, 
the newly generated drug-target pairs were incorporated 
into the dataset for model training alongside the origi-
nal drug-target pairs. The test set of the model remained 
unchanged throughout this process.

Training details
MvGraphDTA was implemented under the PyTorch 
framework (https://​pytor​ch.​org/). We trained it using 
fivefold cross-validation on PDBbind_2016, with 100 
epochs for each training iteration. Furthermore, we also 
trained it for 100 epochs on PDBbind_2019 and per-
formed independent testing. The optimizer utilized was 
AdamW (Formula 3), with a learning rate set to 0.0001. 
For DTA prediction (regression), mean square error 
(MSE) was employed as loss function (Formula 4). Mean-
while, to evaluate the universality of MvGraphDTA for 
DTI prediction (classification), cross-entropy was used as 
loss function (Formula 5). Additionally, during the train-
ing phase, we implemented the cosine annealing algo-
rithm (Formula 6) to dynamically adjust the learning rate.

Fig. 5  Data augmentation process. Firstly, we randomly selected an amino acid residue from the target graph as the starting vertex. Subsequently, 
this vertex and its adjacent vertices were removed until a certain proportion of vertices in the graph were removed. This process formed a new 
complete target subgraph, with the affinity value of a new target with the original drug remaining unchanged

https://pytorch.org/
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Here, θt+1 denotes the updated parameter, where γ 
indicates the learning rate. ε is a constant added to ensure 
numerical stability, and � represents the weight decay 
coefficient. Additionally, m̂t and v̂t represent the first 
and second-order moment estimates for bias correction, 
respectively.

Among them  n,    y, and ypred represent the number 
of training samples, true value, and predictive value, 
respectively.

In formula 5, n represents the total number of samples, 
while y(i)real and y(i)pred denote the predictive and true affin-
ity values of the i-th drug-target pair, respectively.

Here, ηmin and ηmax represent the minimum and maxi-
mum values of learning rate, respectively. Tcur signifies 
the number of executions of cosine annealing algorithm, 
while Tmax represents the number of iterations needed to 
complete half a cycle of periodic cosine function. ηt rep-
resents the value of learning rate after each execution of 
cosine annealing algorithm.

Evaluation metrics
In this study, the model’s evaluation metrics for DTA pre-
diction included mean absolute error (MAE), root mean 
square error (RMSE), Pearson correlation coefficients 
(PCCs), Consistency Index (CI), and R-square (R2). For 
assessing the universality of model in DTI prediction, the 
evaluation metrics utilized were accuracy, area under the 
receiver operating characteristic curve (AUC), and area 
under the precision-recall curve (AUPRC).
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∑n
i=1 (ypred − y)2

n

(5)LossCE = −

n∑

i=1

y
(i)
real · lny

(i)
pred +

(
1− y

(i)
real

)
· ln(1− y

(i)
pred)

(6)ηt = ηmin +
1

2
(ηmax − ηmin)(1+ cos(
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